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Abstract

This paper deals with the main problems that ariséhe query translation process in dictionary-ba€eoss-lingual Information
Retrieval (CLIR): translation selection, presence of-Of-Vocabulary (OOV) terms and translation of KWord Expressions
(MWE). We analyse to what extent each problem &ffdte retrieval performance for the Basque-Engiain of languages, and the
improvement obtained when using parallel corpoea fmethods to address them. To tackle the tramslaglection problem we
provide novel extensions of an already existing ofiogual target co-occurrence-based method, the@ocabulary terms are
dealt with by means of a cognate detection-basatiadeand finally, for the Multi-Word Expression midation problem, a naive
matching technique is applied. The error analysts significant differences in the deterioratidrihe performance depending on
the problem, in terms of Mean Average Precision BAthe translation selection problem being theseaaf most of the errors.
Otherwise, the proposed combined strategy shove®d gerformance to tackle the three above-mentiomed problems.

the system.
1. Introduction The paper is organized as follows: first, we revisawne
related works in which different methods to treat

the growth in multilingual information and the fatiat inherent problems in CLIR are presented. Next, the
strategy we are proposing for translating the qusry

most inhabitants are polyglots. A typical CLIR syat introduced, along with the methods it involves. fTiga

offers the user searching topics in his or her moth followed bv an aporaisal of how each problem affect
tongue and retrieves documents in other languages:. y PP P

Different strategies exist to tackle the crosslalgy tetrieval performance and how well the proposed
depending on what information is translated: topics method_s tackle it. Finally, evaluation results and
documents or both. The best results are obtained b)ponclusmns are presented.

translating the collections into the language oé& th

gueries. However, this approach is computationally 2. Related Work

expensive and most of the works have focused oryque CLIR can be seen as IR with a language barriereplac
translation methods. These methods can be basktifon between the query and the collection. Even thoughtm
systems, parallel corpora or dictionaries. MT gyste authors choose to translate the queries into thgukge
and parallel corpora are scarce for the majority of of the target collection, mainly due to the lower
language pairs. That is why we think that the ditiry- requirements of memory and processing resourceb (Hu
based query translation approach must be explsieck and Grefenstette, 1998), documents have richeregbnt
bilingual dictionaries are more abundant and eafsier information than queries, are useful in the tratitsta
obtain. That is the circumstance of the BasqueiBimgl selection process, and have more examples to reduce
language pair. In the dictionary-based query tetitsi error rate of translations. (Oard, 1998) proved thaler
task well-known problems arise that need to beexhlv certain conditions the quality of the translationda
some of the most relevant being translation selecti retrieval performance improve when the collecti@n i
presence of OOV terms and MWE translations. We translated. Furthermore, translating both queried a
propose methods based on target co-occurrencesato d documents and merging the obtained ranks provides
with translation selection, cognate detection tal ddgth even better results (McCarley, 1999; Chen and Gey,
OO0V terms, and a naive matching process to detec003). The different techniques to carry out the
MWEs. It is important to notice that all the metBod translation can be grouped as follows, dependinghen
presented in this paper are parallel corpora ftee. translation-knowledge source: MT-based, parallel
addition to addressing these problems, we are alsacorpus-based, and bilingual dictionary-based. Redast
interested in measuring exactly how each probldecef two groups different statistical frameworks aregmeed,;
retrieval performance in dictionary-based query cross-lingual probabilistic relevance models andssf
translation and how good the proposed methods dealingual language models. The first one offers usefu
with them. We need a gold standard to do thatoperators to treat the ambiguous translations and i
evaluation. So we detect and fix the aforementionedusually used along with dictionaries. The seconé on
three problems manually, and we consider this tehbe incorporates translation probabilities on a moremi
reference theoretical optimum or topline perforneané and unified framework which are obtained from patal

CLIR is becoming an increasingly relevant topic doe
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corpora (Hiemstra, 2000)). The results depend @n th translation technique based on a bilingual MWE tast
quality of the resources but usually better resalts detect and translate them.

achieved with cross-lingual language models (Xalgt

2001). 3.1 Experimental Setup

However, parallel corpora are a scarce resource.ye prepared two sets of topics: a set of topicerizghg
Dictionaries are more accessible but the ambiguous,, ine CLEF 2001 edition (41-90) that was usedhas t
tralnslatlons ml.JSkt lbe dealt with. F(;)r the tmtlo development set, and another set of topics for test
selection (A. Pirkola, 1998) proposed to use stna purposes (250-350). All topics were translated bych
queries along with pr_obab|I|st|c relevance modkishis from English to Basque. These topics were lemmdtize
approach all translations of a source word aret@teas  , poth |anguages. We also used the corresponding
the same token. when TF and DF statistics are @knhl collections and human relevance judgements. It mest
for the translations of that source word. (Darwaid 40 that only the LA Times 94 collection is rethto
Oard, 2003) introduce a probabilistic structure®ru  the queries of the development set whereas both LA
where weights are applied to translation candidat®  Tjneq 94 and Glasgow Herald collections are linted
TF and DF values are calculated. It offers improsBm e test queries. We adopted a dictionary-basetiadet
over non-probabilistic structured queries but omyen 1, carry out the translation process. We usedMberis
parallel corpora are used to estimate the weigt#san  pasq,e/English dictionary including 77,864 entrigsl
alternative, (Saralegi 5!”0' Lopez .de Lacalle,' 2010) 28,874 unique Basque terms, and tBmiskalterm
proposed that these weights be estimated by céila o minology bank including 72,184 entries and 56,74
the cross lingual distributional similarity between nique Basque terms. According to (Demner-Fushman
contexts of the translation candidates obtaineth ftoe and Oard, 2003) the growth in mean average preisio
web, using the web as a comparable corpus. evident between about 3,000 and 20,000 unique terms
Other authors propose using the target collectidrea ey conclude that beyond that range, litle furthe
language model to solve the translation SeleCt'onimprovement is observed. Hence. we can assuméhthat
problem (Monz and Dorr, 2005; Ballesteros and Croft o erage of our dictionary is sufficient for theeqy

1998; Gao et al., 2001). The proposed algorithyisar  ongjation task. We used thedri retrieval algorithm for
select the translation candidates which show thbdst all the runs.

association degree in the target collection. The
algorithms differ in the way the global associatiisn 3.2 Treating Out-Of-Vocabulary words
calculated and in the translation unit used (iveord, )

noun phrases...) (Monz and Dorr, 2005; Gao et al., The proposed cognate detection approach consists of
2001:Gao et al., 2002; Liu et al., 2005). applying some transliteration rules to the OOV wardi
Structured queries and co-occurrences-based methodden looking for its cognates in the target colettby
were compared in (Saralegi and Lopez de Lacallg9po ~ computing the Longest Common Subsequence Ratio
There was no significant difference in results when (LCSR) measure between the transliterated OOV word

dealing with short queries. But when dealing withg ~ @nd words in the target collection.. _
queries, structured queries offer a significantigttér In order to measure the damage caused by OOV viords
MAP than the co-occurrences-based method. This isthe translation and retrieval processes, we fusintjfied

probably due to the synonym expansion effect preduc ©Out these kinds of words in the development set of
and the implicit retrieval time selection, whichkistter ~ {Opics. A total of 64 OOV terms were quantified anid
when a long context is provided. they account for 15.46% of all query terms. Thisais
The other main problems which affect the transiatio Normal number taking into account the size of our
process are the presence of OOV terms and thdictionary. Afterwards, we determined the number of
translations of MWEs. Cognate detection is the main OOV words translated correctly by applying cognate
strategy used for OOV terms treatment (Knight and detection. There were 89% in all, and almost aliheim
Graehl, 1997).The translation of the MWE is also Were named entities like in the study carried out b

explored in some papers (Ballesteros and Croft7 99 ~ (Demner-Fushman and Oard. 2003). Despite the fiatt t
this was a good result, we realized that only altof 7

; (10.94%) OOV words needed transliteration and LCSR
3', Proposed Query Tr,anSIatlon Méthod to detect their translation (Examples in TableThHe rest
In this work we have designed a global method thatf the resolved OOV words were named entities and

the aforementioned problems in query translatio® W ¢|assified the OOV words depending on their PO8e(S
propose a cognate detection-based method to fied th Tapje 2).

translations of the OOV words in the target coltatt To
address the translation selection problem we pm@os 00V I Tranl Trans Max. LCSR
target co-occurrences-based method, based on the or
proposed by (Monz and Dorr, 2005). Although this

method did not obtain better results compared with txetxenia | tx/chf chechenia|

word rule | literation

(chechenia,chechenyal

ones obtained with structured queries in previooske/ Zio/ =0.89
(Saralegi and Lopez de Lacalle, 2009), the trutthé N .| (corruption,corruption)
the syn operator of the structured queries is notiged korrupzio 'kt/'gn corruption =1

by all retrieval models. Hence, we carried out our
experiments with the co-occurrence-based apprdamh.
the MWE treatment we used a simple matching and

Table 1. Example of an OOV word resolved using
cognate detection
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Named Entities | Nouns| Adj. | Numbers

82.81% 12.59%4 3.13%| 1.56%

Table 2 Distribution of OOV words depending on thei
POS

We can see that even if the number of OOV words

resolved with the cognate detection-based methed ar

only a few, with respect to the MAP value, using th

cognate detection-based method was effective (8bke T

MWE “esku hartze” and “eguzki energia” Basque
MWE translations differ from the ones obtained vite
word by word translation. Although they are veryfét
seems they tend to be relevant, as a significant
improvement is achieved in terms of MAP (See Ta)le
The proposed terminology list-based matching method
does not offer a good result, maybe due to its nidgrece

on the recall of the terminology bank. However,tlzes
majority of MWEs are compositional, the co-occuoen

3). So, it seems that OOV words tend to be relevantbased translation selection method solves moshein.

terms in the query, named entities in their majoiive
translated OOV words by hand and calculated the MAP
value to estimate the topline. The fall producedemh
OOV words are not treated is 4-12% (First trangtabf

the dictionary or the OOV word itself). But aftdnet
proposed method is applied, the fall is reduce@.&8-
3.4%.

MAP
. Title Title+Descrip.
Trandation
method Impr. Impr.
Over Over
First. First.
% %
First translation 0.270B 0.3835
First translation + )
OOV(by hand) 0.3085 12.38| 0.3999 4.101
First |
translation+cognatds’-2269 8:96 | 0.3973 3.52

Table 3.Retrieval performance for OOV words for 41-
90 topics

3.3 Trangdating Multi-Word Expressions

We identified the MWEs in the development set giide

by hand and analyzed whether they were composltiona
in other words, whether they could be translatedivixy
word or not. A total of 60 MWEs were quantified @utd
exactly 52 (%86.67) of them could be translateddnmy
word (Example on Table 4).

Basque Words Tr anslat_ions Cor rect
MWT from Dictionary |Candidate
bigarren|second, secondafy second
brir?L?r:(rjin mundu people, world world
gerra gerra war war

Table 4. Example of word-by-word MWT translation

We compared retrieval performance by taking thst fir
translation of each word in the MWE and taking the
translation of the complete MWE from the dictionary
when available. In addition, we translated all K&/Es

by hand and calculated the MAP in order to estintage
topline resulting from the treatment of all of thBVESs.

A total of 11 MWEs were directly translated frometh
dictionary. However, only the translations for Basque

MAP
, Title TitletDescrip
Trandation method
Impr. Impr.
Over Over
First. First.
% %
First translation 0.2708 0.3835
First
translationtMWE |[0.3371[19.81 | 0.42249.17
(by hand)
First
translation+MWE 0.2860]5.49 0.39442.76

Table 5. Retrieval performance for MWEs for 41-90
topics

3.4 Trandation selection based on target co-
occurrences

Finally, we proposed an algorithm based on target
collection co-occurrences to deal with the tramshat
selection problem. We adopted the implementation
proposed by (Monz and Dorr, 2005):

Initially, all the translation candidates are edytdikely.
Assuming thait is a translation candidate of the set of
all candidatestrls) for a query words given by the
dictionary, then:

Initialization step:

1

ftr(s )

In the iteration step, each translation candidage i
iteratively updated using the weights of the refsthe
candidates and the weight of the links connectiegnt
Iteration step

W (tls )=

witis)=witis)+ D witthwftis)

tCnlink)

where inlink(t) is the set qf translation candidates that
are linked tot. and W ({t,t')is the association degree
betweent and t' in the target collection, measured by
the log-likelihood ratio.

After re-computing each translation candidate wgigh
they are normalized.
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Normalization step:

n(tls,
wr (tlsi ): |tr(sV)V|T ( - )

D w timls)

m=1

The iteration stops when the variations of the term
weights become smaller than a predefined threshold.

In order to measure how the translation selection
problem affects retrieval performance we set up two
toplines. One involved selecting the correct tratmsh
from among those candidates given by the dictiotgry
hand; in the other, a new translation was also igeal/if

it was not in the dictionary. This new translatiomas
taken from the corresponding source English qué.
saw that the MAP results obtained in both experisien
were notably better than those obtained with treeliae
(First translation) (See Table 5). However, it is
noteworthy  that introducing new translations

Translation
selection
hand

Target
occurrence
based

by 0.3430| 21.19 | 0.4266| 10.10

co

0.3405[ 20.62 | 0.4123 6.99

Translation
selection
hand+new
translations

by

0.4004 32.49 | 0.4593( 16.50

Target
occurrence
based+nearnej

Table 6. Retrieval performance for translation cide
for 41-90 topics

co
0.3399
S

20.48 | 0.4117 6.85

3.4.2 Calculating co-occurrences of senses instead of
tokens

outperforms the method including the hand selectedye aiso implemented another variant of the target

translations only. Hence, rather than a selectioblpm,

it would depend on the translation recall of thetidhary
used. So for this system the topline will be deteed

by “Translation selection by hand” results. The Mon
and Dorr selection algorithm (Target co-occurrence-
based) achieves very similar results.

3.4.1 Adding a nearness factor to the degree of
association

We introduced a variant into the Monz and Dorr
algorithm. We modified the iteration step by addimg
factor wr (t,t') to increase the association degree
w (tt') between translation candidait sand t whose
corresponding source worc sqt) sdt') are near each
other in the source quer®, and belong to the same
MWE.

wiL (Gt )=we (t.t)we (L)

maxdis '
¢ )_ sisjIQ (S S ) ZsmV\(SO(t)SO(t'))

WE (t,t' =
F ( disi s&ti sat‘ ))

sm\,qss-)z{é {ss}0z whergOMwu

According to the MAP scores, the proposed varian
(Target co-occurrences-based + nearness) does n
achieve any improvement (See Table 6).

MAP
) Title Title+Description
Trandation

method Impr. Impr.
Over Over

First. First.

% %
First translation 0.2703] 0.3835

collection co-occurrence-based algorithm, whictead

of measuring the degree of association between the
customary translation candidate words, it, measthres
degree of association between the senses of the
translations.

For example, for the source query wcs;l (e.g., metro)
the senses of translations in the dictionary Ci2and
Cp, whose translation candidates it;2and t, (e.g.,
underground and subway) for the se Ci:and t; and

ta (e.a.. metre and meter) for the sense
Co,tr(s) )={{tt .} {t st 4, }={C:C5}. In the same way,
the translation candidate for the source query vs;d
(e.g., geltoki) ists (e.a.. station) which belongs to the
same and unique seics3 tr(S)={{ts}}={Cs}. Thus,
the frequency for a sense will be calculated astime of

the frequencies of all the translation candidatedsdhat
belong to that sense. Continuing with the examble,
frequency of the sen<C1 will be calculated as the sum
of the frequencies of the wordsts and t,,
f(C1)=X ¢, f(t) and the frequency of the serCz as

the freauencv of the words t;3 and ta,
f(C2 )=Xc, f(t) and lastly, the frequency of the sense
Cs as the sum of the frequency of the watsl
f(C3 )=, f(t) . Thus, the frequency with which the
sensesc; and c; appear together in the same document
will be calculated as the intersection of the unidrihe
translation candidates belonging to each

sens f(C1n Csz)=f((Uwc, 1)N(Uies 1) -

t In order to computt f(C1 nC3) faster, we built a new
Jarget collection which contained the senses of the

words. The tokens of the collection will be formbd
joining the corresponding source word and the sense
taken from the dictionarysfurce_word_id + sense )id

So if a translation appears in more than one dietip
entry, all the senses will be taken for the neweotibn

by introducing as many new tokens as senses where i
appears.

The results show that in the case of long quehiesnew
method offers a significant MAP improvement ovee th
Monz and Dorr algorithm (target co-occurrence-based
(See Table 7).
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MAP Mggrzr;ess 0.2318| 73 8.8 0.2627 70 | 1.07
Translation Title Title+tDescription
method Impr. Impr. ('\ggﬂges) 0.2362) 74 | 10.5|0.2747| 73 | 5.39
over over
First % First % Monz
First (senses) | 92424 76 | 12.7d 0.2805| 74 | 7.34
i 5 +O0V
translation | 9-2703 0.3833

Table 8. MAP values for 250-350 topics
Target tokel
co-occurrencg 0.3405| 23.29( 0.4059 5.52 In the results obtained (See Table 8), we cantsaethe
based translation selection problem is the one which éstdy
dealt with. The co-occurrence-based translatioacsien
co-occurrencd 03323 18.05| 04168 7.88 S|gn|f|cantly outpgrforms the fII’S.t translauqn apach
when dealing with short queries. The improvement
based
i offered by the co-occurrence-based method for long
Table 7. Retrieval performance for sense-based queries is lower, probably because the first tititst

Target sens

translation selection for 41-90 topics method achieves better results when queries provide
) many terms. In addition, this lower improvement rbay
4. Evaluation caused by the greedy nature of the translatiorctete

In order to carry out the evaluation we used a setnof ~ algorithm. Since it has to deal with more transkati
topics belonging to the CLEF 2001 edition (250-350) candidates, it is more likely to reach a maximum.tie

and then used the corresponding collection (LA E®&¢  other hand, the new proposed sense co-occurreasedb
and Glasgow Herald 95) and human relevance extension exceeds the MAP value obtained with Monz

judgements. and Dorr algorithm. Otherwise, as we have seerhén t
First, we evaluated each of the proposed methodsab ~ development experiments, the matching method
with the problems in the Basque to English query Proposed to deal with MWE translations offers ayver
translation task. Then, we evaluated different poor performance. On the contrary, a cognate-based

combinations of all methods: method for treating OOV words seems to be adequate.
«  English monolingual or topline The best results are achieved by combining theesens
« Baseline: Taking the first translation from the occurrence-based translation selection method hed t
dictionary. cognate-based OOV term translation method.

« OOV: First sense from the dictionary and The improvements that are statistically significant
cognate detection-based method to deal with according to the Paired Randomization Test wrB.05

ooV, are marked with an asterisk in table 7.
*  MWE: MWE matching and first sense from the .
dictionary. 5. Conclusions
* Monz: Co-occurrence-based selection. ~ We have developed a query translation method which
* Monz+Nearness: Co-occurrence-based selectiontackles three main problems in dictionary-basedFCLI
including the nearness factor. resence of OOV words, translation of MWEs, and
* Monz (senses): Sense co-occurrence-basedreatment of ambiguous translations. We have agdlyz
selection. how each problem affects the retrieval performaimce

* Monz (senses)+OOV: Sense co-occurrence-terms of MAP. Although results change dependinghen
based selection and cognate detection-basedength of the queries, the decrease produced by the

method to deal with the OOV problem. translation selection (10-21% drop) and the one
produced by MWEs (9-20% drop) seem to be the more
MAP determining ones. In the case of translation sielectve
- - — can distinguish two cases: wrong selection from the
Trans Title Title+Description dictionary (10-21% drop), and incorrect translasian
lation I mpr Impr. the dictionary (17-32% drop). OOV treatment (4-12%
method % | over % |over drop) seems to be the least influential factor,optdy
over rirgt over | kirat due to the similar orthography of both languagethe©
Mon. % Mon % pieces dealing with evaluation issues of errorsivdd
from the MT-based translation process have beeiedar
English | 5 4126 0.3773 out (Zhu and Wang, 2006; Qu et. al, 2000). (Qulgt a
monolin. | ™ ' 2000) point out that the wrong translation selaci®the
: : most frequent error in an MT-Based translation pssc
Baseline | 0.219% 67 0.2599 69 The same conclusion is obtained from our testghén
ooV 0.2279( 72 | 7.2410.2670| 71 | 2.66 development experiments, we have seen that the
proposed methods for treating OOV words and
MWE 0.2237) 70 | 5.5 0.2601 69 | 0.08 ambiguous translations offer a good performances Th
Monz 0.2315| 73 | 8.68/0.2642] 70 | 1.63 matching method proposed to treat MWEs offers a poo
performance, but taking into account that almokto#l
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the MWEs are compositional, it is to be expecteat th
they will be properly addressed by the co-occureenc
based translation selection method.

Otherwise, the improvements developed over the co-
occurrence-based translation selection show ardiffe
performance behavior. Including the nearness factor
provides a few better translations but this leaalsd
improvement in the overall retrieval performancer F
example, the Basque queffAntarktika balea ehiza
debekatu” is translated as'Antarctic whale hunting
forbidden” adding the nearness factor while Monz and
Dorr algorithm provides a slightly worse translatio
“Antarctic whale game forbidderi Calculating co-

occurrences between senses by means of the proposeddocuments

method instead of between tokens provides better
translation quality as well as better retrieval
performance.
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