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Resumen: Se presenta una demostración del trabajo realizado en el proyecto Bologna 
Translation Service (BTS), un proyecto cofinanciado por la Unión Europea en el marco de 
“Information and Communications Technology Policy Support Programme” (ICT PSP) que 
ofrece la traducción automática de planes de estudios desde 7 idiomas diferentes (alemán, 
español, finés, francés, holandés, portugués y turco) al inglés, y desde inglés al chino mandarín. 
BTS ofrece traducción automática accesible on-line. La estructura completa del sistema incluye 
motores de traducción automática basada en reglas, basada en estadística, ambas combinadas y 
también un sistema de post-edición automática y manual.  
Palabras clave: traducción automática, traducción automática estadística (SMT), traducción 
automática basada en reglas (RBMT), post-edición automática, post-edición manual 

Abstract: This is a demonstration of the Bologna Translation Service (BTS), an EU-funded 
project (in the framework of Information and Communications Technology Policy Support 
Programme - ICT PSP) which specialises in the automatic translation of study programmes 
from 7 languages (German, Spanish, Finnish, French, Dutch, Portuguese, and Turkish) to 
English, and from English to Mandarin Chinese. At the core of the BTS framework there are 
several machine translation (MT) engines through which web-based translation services are 
offered. The fully integrated BTS architecture groups rule-based and statistical MT, their 
combination, and automatic and manual post-editing modules. 
Keywords: machine translation, statistical machine translation (SMT), rule-based machine 
translation (RBMT), automatic post-editing, manual post-editing 
 
 

1 Introduction 

There is a continuing increasing need for 
universities and other higher educational 
institutions to provide course syllabi and other 
educational information in English. Access to 
this content plays a crucial role in the degree to 
which these institutions effectively attract 
students and, more importantly, has an impact 
on international profiling of universities, 
helping them to operate in a globalized 
environment. 

The regulatory environments in the context 
of the Bologna Accords combined with budget 

constraints and limited human resources make 
it very difficult for higher educational 
institutions to deliver English documentation, 
which affects their capacity to promote their 
services internationally. Confronted with the 
European Credit Transfer System (ECTS) 
requirements, many of them now spend vast 
amounts of money and time providing 
traditional human translated documents. 

2 Objectives 

As European higher education and research are 
two pillars of the knowledge-based society, 
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BTS1 aims to provide a solution to this 
problem by offering a low-cost, web-based, 
high-quality machine translation (MT) service 
geared towards this specific use case. The 
project makes use of existing rule-based 
(RBMT) and statistical (SMT) technologies 
and tailors them in order to produce the best 
possible quality for syllabus translations. 

The first phase of the project includes the 
automatic translation of syllabi from 7 
languages (German, Spanish, Finnish, French, 
Dutch, Portuguese, and Turkish) to English 
and from English to Mandarin Chinese. 

The BTS approach is to integrate existing 
MT components into a web-based 
collaboration framework, in which users with 
different roles (requester, reviewer, manager, 
post-editor...) participate on-line at different 
stages of the translation workflow. The basis is 
a SMT engine for all language pairs, which 
were further refined by adding in data from the 
educational domain and applying domain 
adaptations and automated and human post-
editing. For a selected number of language 
pairs, systems were combined (SMT and 
RBMT combination) in order to further 
improve translation quality. 

3 System description 

BTS integrates different MT components in 
order to improve the quality of translation. 

3.1 Statistical Machine Translation 

For training and tuning the SMT systems, the 
freely available Moses (Koehn et al., 2007) 
software tools and relevant wrapper scripts 
included in OpenMaTrEx (Dandapat et al., 
2010) were used. The phrase-based translation 
models were trained using an out of domain 
corpus of nearly 6 million segments and a 2 
million segment in-domain one. GIZA++ (Och 
and Ney, 2003) was used for word-aligment 
with the default number of iterations for the 
implementations of IBM Models. 

To build the language models (LM), we 
used the state-of-the-art open-source IRSTLM 
toolkit (Federico and Cettolo, 2007). The LMs 

                                                      
1 “Bologna Translation Service” project has 

received funding from the European Community 
(ICT-PSP 4th Call) under Grant Agreement nº 
270915. The official website of the project: 
http://www.bologna-translation.eu 

were five- to seven-gram models, applying 
Kneser-Ney discounting and using word 
forms. Separate LMs were built for in-domain 
and out-of-domain corpora. 

3.2 Rule-Based Machine Translation 

Rule-based systems were developed for 4 
language pairs. Only the Turkish to English 
system was developed entirely for the BTS 
project. The remainder were modifications and 
further development of machines that were 
already in use by Convertus and Eleka. 

The state-of-the-art open-source platform 
for developing RBMT systems Apertium 
(Forcada et al., 2011) was used for Spanish 
and Portuguese, and in-house RB system made 
by one of the project’s partners, the Convertus 
company, was applied for Turkish to English 
and Finnish to English. RBMT models 
included the adaptation of linguistic data to the 
environment of the Bologna Translation 
Service: enrichment of dictionaries (by adding 
the terminology used in the academic and 
education fields), modification of bilingual 
dictionaries (in order to promote domain-
specific translations), and adaptation of some 
transfer rules to syllabi writing style. 

3.3 Automated post-editing 

In order to keep on improving the quality of 
translation, the next developed modules were 
fine-tuned MT systems built upon the 
advanced SMT and RBMT systems. 

SMT fine-tuning was achieved by means of 
rule-based automated post-editing (rbAPE); 
rbAPE modules included a pre-processing 
string-based layer focusing mostly on lexical 
and syntactic issues. The rbAPE rules were 
developed for every language pair, with an 
average of 200 transfer rules, and 1000 
generation rules.  

For those language pairs for which RBMT 
systems are used, statistical APE (sAPE) was 
developed, using the Moses tool. The 
translation in these cases was carried out from 
rule-based machine translation to the reference 
target translation, so to speak, from “not 
perfect SMT-produced English” into “better 
post-edited English”. In every case, 
statistically significant improvements were 
achieved; nevertheless RBMT+sAPE systems 
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obtained in general worse automatic evaluation 
than their respective SMT+rbAPE systems. 

3.4 System combination 

Automatic evaluation lead us to the conclusion 
that the output from the SMT systems is 
considerably better than that from the RBMT 
systems, but we expected further advances to 
be shown when such system types are 
combined. Using the CMU system 
combination toolkit (Hildebrand and Vogel, 
2008), we conducted a series of experiments 
combining the RBMT and SMT engines for 
Spanish–, Portuguese–, Finnish– and Turkish–
English language pairs. Experiments were 
conducted with different development corpora, 
LM and phrase-table combinations, searching 
for the best performing systems. On average, 
improvements of 2 BLEU points were 
achieved with statistically significant 
improvements. 

3.5 Front-end, manual post-editing 

All  system elements were combined into a 
workflow, offering web-access to all 
translation models.  

The platform was optimized following 
previous usability surveys conducted among 
potential users. In addition to previously 
mentioned components, the translation 
memory module was added (personalized and 
confidential for every user institution), as well 
as the manual post-editing module, to produce 
one centralized, fully-fledged MT and post-
editing environment. 

Service is available to be tested at 
demo.bologna-translation.eu. 

4 Evaluation 

For translation quality evaluation, we compiled 
results for the automatic MT evaluation 
metrics BLEU (Papineni et al., 2002), 
METEOR (Banerjee and Lavie, 2005) and 
TER (Snover, 2006), using 2000 sentence test 
sets. Statistical significance testing was carried 
out using the tool ‘Multeval’ (Clark et al., 
2011), which implements approximate 
randomisation normalisation, which has been 
shown to be more reliable than bootstrap 
resampling (Koehn, 2004) to test the statistical 
significance of MT quality measurements. 

Apart from automatic evaluation of the 
translation quality, three different types of 
human evaluation were carried out, each of 
which focused on a different aspect of 
translation. With the quality evaluation, the 
focus was on the linguistic quality of the 
translations. With these evaluations we try to 
answer the question ‘how good is the 
translation?’. With the productivity evaluation, 
we investigate to what extent automated 
translation can speed up human translation. 
The question we are trying to answer here is ‘is 
post-editing MT output quicker than 
translating from scratch?’. With the usability 
evaluation, the focus was on the utility of raw 
MT to end-users, trying to answer the question 
‘how useful is the MT output for gisting?’. 

For the quality and productivity 
evaluations, the same test set was used. This 
test set was compiled by taking a random 
sample of 300 sentences from the test sets that 
were used for the automatic evaluations. The 
size of the set was reduced to keep the human 
evaluation within acceptable limits in terms of 
cost and time needed to complete them.  

5 Results and further work 

Good evaluation scores were obtained for 
every language pair, as reported in previously 
published paper (Van de Walle et al., 2013), 
with an average of 20 BLEU point of 
improvements for MT systems, and 30% of 
productivity improvements, compared to 
human translation. 

In order to develop the fully functional 
system, various universities were invited to 
take part in qualitative and quantitative surveys 
before the development of the platform, and 
their opinions were taken into account during 
and after prototype development.  

MT quality is also constantly improving, 
due to the incorporation of translation 
memories and periodic retraining of translation 
models.  

Another round of surveys and evaluations 
will be conducted in 2014 after the first year of 
working of BTS. 
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