Exploiting the Internet to build language resourcedor less resourced languages

Antton Gurrutxaga, Igor Leturia, Eli Pociello, Ifiak i San Vicente, Xabier Saralegi
Elhuyar Foundation
Zelai Haundi kalea 3
Osinalde Industrialdea
20170 Usurbil, Spain
E-mail: {a.gurrutxaga, i.leturia, e.pociello, i.sérente, x.saralegi }@elhuyar.com

Abstract

This paper aims to present a general view of ther Foundation’s strategy to build several typelsnguage resources for Basque
out of the web in a cost-efficient way. We colleetrious types of corpora (specialized, general, paable, parallel...) from the
Internet by means of automatic tools, and thenrdtimels of resources (terminology, ontologies,)eace built out of them also using
other automatic tools that we have developed. We léso built a web-as-corpus tool to query the dieéctly as if it were a corpus.
In the end of the paper, we describe two experiméinat we have performed to prove the validity lné approach: one that
automatically collects specialized corpora in Basaue extracts terminology out of them, and anotimer that automatically collects
a comparable corpus and extracts bilingual termigybut of it, using web-derived contexts to impedkie results. In our opinion, the
strategy is very interesting and attractive foreotless resourced languages too, provided they érawegh presence on the web.

kinds of resources such as dictionaries, terminolais
1. Motivation or statistical machine translation systems) is ay ve

Any language aiming to survive in a world that is attractive and logical (_:hoice for less resou_rceuj]ll_mges.
becoming more intercommunicated and global day by'he Elhuyar Foundation has been exploring this fath
day, and to be used normally in education, media, e the last few years in order to build Ia_nguage _rammfor
must necessarily have at its disposal languageuress the B_asque language. In the following sections vié w
such as dictionaries or corpora, preferably intdigorm. ~ €xplain the problems we have encountered and the
The ever-growing presence of ICTs in everyday difiels approaches we have followed f_or_each kind of resmur
to these requisites the existence of language téotjies ~ the former presumably being similar to those thaeo
and NLP tools for that language, which in turn ateed €SS resourced languages might encounter, ancattes |
electronic dictionaries and corpora in order to behopefully being applicable to them too.

developed. Therefore, the need for lexical rescusred . .

corpora of any language intending to be modern is 2. Using the web to build corpora
undeniable.

Besides, modern lexicography and terminology isllyar 2.1 Monolingual specialized corpora

done based solely on experts’ knowledge or inmjtio  gpecialized corpora, that is, corpora made outeafst
empirical evidence is needed or previous use &t lsa pejonging to a certain domain or topic, are a very
studied, and these are provided by corpora. Anetee  yalyable resource for terminology tasks as wellfas
many tools that ease the process of building I&xca st NLP tasks. Major languages often build speeidll
terminological dictionaries by making use of NLPdan corpora by simply crawling one website, or a few,
statistical methods to automatically extract caatlid out  gedicated to the topic and which contain a largeiver

of corpora. of texts on it. Sometimes this method is combineth w
So it is clear that corpora of any kind (monolingua some machine-learning filter tailor-made for thedific
parallel, comparable...) are a very valuable resdor  tgpic, in order to follow links to external sitemo. But
many aspects of the development of a language. Angy; Basque (and most likely for many other less-
generally, the bigger the corpora, the better #®ults  resourced languages) there are not many websiesrté
obtained from them. But less resourced languages@tr  gpecialized in a topic and which contain a sigaific
exactly rich in corpora, let alone big corpora:tha one  ymper of texts, or at least there are not fortapjc one
hand, building a corpus in the classical way, @8t of  can think of. And the process of building machine-
printed texts, is normally a very costly process;thé  |earning filters is too costly due to the lack ddining
other, the number of language experts or reseacheryig.

dealing with these languages is much smaller thandf  Hence, for Basque a whole web-wide approach must be
major languages. used, using search engines. Tedacto standard process
However, the Internet provides a huge number dbt8x  major languages use for collecting web-wide spizel

a digital and easy to manipulate standard format.afy  corpora, which was first used by the BootCaT tool
less resourced language there are bound to be mary/  (Baroni & Bernardini, 2004), consists of startingrh a

texts on the web than in any corpus. That is whgitg  given list of words, asking APIs of search engifies
to the Internet to build corpora (and, through thether



random combinations of them and downloading themini-corpus as a reference and employing document
returned pages. However, the topic precision thatlme  similarity techniques (Saralegi and Alegria, 20®ased
obtained by this methodology has scarcely beenon keyword frequencies (Sebastiani, 2002). A manual
measured, and a small evaluation performed on thevaluation of this tool showed that it can obtaitopic
original BootCaT paper hints that one third of thats precision of over 90%.

could be unrelated to the topic. And this precisien

much worse when searching for corpora in the Basqu&.2 Multilingual domain-comparable corpora

language. Some experiments we have performed showyitilingual corpora are considered comparable hé t
that this can drop to only 25% (Leturia et al., 280 subcorpora of each of the different languages sbamse
The main reasons for this are two: one is thate&dh  common feature, such as domain, genre, time peeind,
engine offers the possibility of returning page8asque Specifically, the texts of a domain-comparable ocoap
alone, so when looking for technical words (asftero e gl in the same domain. These kinds of ressuace
the case with specialized corpora), it is very piilb that  yery yseful for automatic terminology extraction,
they exist in other languages too, and thus theiegie gtatistical machine translation training, etchaitgh they
return many pages that are not in Basque; the athteat  gre more difficult to exploit than parallel corpora
Basque is a morphologically rich language and anypecause of their smaller alignment level, therdeiss
lemma has many different word forms, so lookingtf®  explicit knowledge to extract). However, parallergora
base form of a word alone, as search engines @wsbr o significant size are scarce, especially for lesourced
fewer results. languages, and since comparable corpora are easier
Many other languages suffer from these problemsppiain, more and more research is heading towdrels t
regarding search engines. Less than fifty languages exploitation of these kinds of corpora.

treated properly by Google, Yahoo or Bing. In taseof  \jith the method described in section 2.1 for cdier
Basque, we have solved them to some extent (Leétria monolingual specialized corpora, domain-comparable
al., 2008b). For the former, we use the languagerifig  corpora can also be built (Leturia et al., 2009):08n use
words method, consisting of adding the four mostg sample mini-corpus for each language and lauheh t
frequent Basque words to the queries within an AND corpus collecting process independently for eadher:;
operator, which raises language precision from 6% i the sample mini-corpora that are used for thenaio
over 90%. For the latter, we solve it by means oOffjering are comparable or similar enough (ideally
morphological query expansion, which consists of harajiel corpus would be best), the corpora obthind
querying for different word forms of the lemma, a@ibed  pe comparable to some extent, too. We have implesden
by morphological generation, within an OR operator.  his methodology in a tool called Co3 (Comparable
order to maximize recall, the most frequent worthie Corpora Collector).

are used, and recall is improved by up to 60% imeso \ve have also developed and tried another variattisf
cases. method; it uses only a sample mini-corpus in on¢hef
These two techniques raise the topic precisionh® t languages, and translates the extracted seed \{ibiels
baseline of other languages (roughly 66%). Nev&#se  are manually revised) and the keyword vectors tused
we have developed a method to try to further improv pe domain-filtering to the other language by meaia
topic precision and have implemented it in a system bilingual dictionary.

automatically collect Basque specialized corpooanfthe  This method, theoretically, presents two clear athges:
Internet called AutoCorpEx (Leturia et al., 20084} firstly, the sample mini-corpora are as similarcas be
operation is explained below. (there is only one), so we can expect a greater
The system is fed with a sample mini-corpus of comparability in the end; and secondly, we onlychee
documents that covers as many sub-areas of theidomacg|iect one sample corpus. However, it presentsesom
as possible —10-20 small documents can be enoughyrgplems too, mainly the following two: firstly, bause
depending on the domain. A list of seed terms isgjctionaries do not cover all existing terminologye
automatically extracted from it, which can be mdiyua may have some Out Of Vocabulary (OOV) words and the
edited and improved if necessary. Then combinat@fns method may not work so well; secondly, we haveeald
these seed words are sent to a search engine, USiRgty the ambiguity derived from dictionaries, and
morphological query expansion and language-fil@rin sejecting the right translation of a word is notessy. To
words to obtain better results for Basque, andpiges  yequce the amount of OOV words, the ones that have
returned are downloaded. Next, the various cleanimljy peen POS-tagged as proper nouns are includedyaartéhe
filtering stages necessary in any corpus colleqim@ess i the translated lists, since most of them are etam
involving the web are performed. Boilerplate iSpgied  entities. And for resolving ambiguity, for the momtewe

off the downloaded pages (Saralegi and Leturia,7200 nave used a naive “first translation” approach, elid
which are then passed through various filters: size,sed as a baseline in NLP tasks that involve tadiosi
filtering (Fletcher, 2004), paragraph-level langeag pased on dictionaries. An evaluation showed that th
filtering, near-duplicate filtering (Broder, 2000and  resyits of the dictionary-based method were no evors

added a final topic-filtering stage, using theialisample



2.3 Monolingual general corpora

search engine directly; although this has its demkb

The web is also used as a source for large generd®Mbiguity caused by its non-linguistically-taggeature,

corpora, which are very interesting for tasks suach
language standardization, general lexicographgodise
analysis, etc. Again, two approaches exist, onedas
crawling and the other on search engines. The orgwl
method is used in the projects of the WaCky init&t
(Baroni et al., 2009), which have collected gigadveize
corpora for German (Baroni and Kilgarriff, 2006lian
(Baroni and Ueyama, 2006) and English (Ferrareal.et
2008), with many others on the way. Search engines
used for example by Sharoff (2006),

you cannot query for the POS, the sort order ighang

but linguistically guided, redundancy...), it albas its
advantages (the corpus is huge, constantly updated.
Thus, some services that ease the use of the web as
direct source of linguistic evidence, namely WelgCor
(Renouf et al., 2007) or KWiCFinder (Flectcher, @D0
have appeared. They query the APIs of search enfime
the words the user enters, download the pagesréhesn
and show occurrences of the word in a KWiIC way.

sending Such a service is very interesting for Basque orafty

combinations of the 500 most frequent words of thel@nguage not rich in corpora, but since they relyA®ls

language.
Currently, we have ongoing projects for collectiagge

of search engines, they pose the problems we have
already stated. So we have built a service calleghBEus

general corpora for Basque using both methods. ThéLeturia et al., 2007), which solves these by meahs

usual cleaning and filtering is done in all casa®] the

search engine-based approach uses the aforemehtion®ords.

morphological query expansion and language-filtgrin
words techniques. So far, the crawling-based mettasd

morphological query expansion and language-filtgrin
It is available for querying at
http://www.corpeus.org

gathered a 250-million-word corpus and the search3-2 Terminology

engine-based method a 100 million word corpus.

2.4 Other kinds of corpora

The Elhuyar Foundation has developed several tmols
automatically extract monolingual or multilingual
terminology out of different kinds of corpora, ugima

(multilingual corpora made out of texts that are
translations, preferably aligned at the senteneel,lsuch
as translation memories) are very useful for maehin
translation, terminology extraction, etc., but am easy
to obtain. However, the web is full of websites hwit
versions in more than one language; specificallgstm
corporate or public websites that are in a lessureed

Erauzterm (Gurrutxaga et al., 2004) is a tool for
automatic term extraction from Basque corpora,
implemented by the Elhuyar Foundation in collabiorat
with the IXA group. It has reported F measure ressaf
0.4229 for multi-word terms and 0.4693 for singlera
terms, and precision values of up to 0.65 for rutird
terms and up to 0.75 for single word terms for fingt

language also include a version in one or more majo2,000 candidates over a corpus on electricity &
languages. This fact has already been exploited foflectronics.

automatically building parallel corpora (Resnik98%. In
the same line of work, we have an ongoing projesaited

Elexbi (Alegria et al., 2006) extracts pairs of irqlent
terms from Spanish-Basque translation memoriess It

PaCo2 (Parallel Corpora Compiler) to automatically based on monolingual _candidate_extraction in Basque
collect Basque-Spanish or Basque-English paralle(Erauzterm) and Spanish (Freeling), and consequent

corpora from the Internet.

For the near future, we also have an interest imrege
specific corporaA priori, we can expect to be able to
collect these kinds of corpora by crawling, at tefas
some genres such as journalism, blogs, administrati
since there are websites with large amounts ofertraf
those genres. For others, genre filters or classifivould

statistical alignment and extraction of equivalpatrs. It
has reported results of up to 0.9 precision for fihst
4,000 candidates processing a parallel corpus 000
segments.

AzerHitz (Saralegi, et al., 2008a; Saralegi, et 2008b)

is a tool to automatically extract pairs of equérditerms
from Basque-English or Basque-Spanish domain-

have to be developed. Such tools have been built focOmparable corpora based on context similarityaioirg
major languages, which use punctuation signs or PO Precision of 58% in top 1 and 79% in top 20 fighh

trigrams as filtering features (Sharoff, 2006);td¢esave
yet to be carried out to see whether these featucek
for an agglutinative language like Basque.

3. Building other kinds of resources

3.1 Aweb-as-corpus tool

A common use of corpora is to use them for lingeiist
research: querying for one or more words and Iagpkih
their counts, contexts, most frequent surroundingds,
etc. Some of these data can be obtained by quegying

frequency words.

The combination of these terminology extractionlgoo

with the corpora collection tools we have mentioned
above, provides some semi-automatic ways of bugldin
dictionaries out of the web:

» AutoCorpEx collects Basque specialized corpora
from the web, and then we obtain lists of terms
in Basque by applying Erauzterm to them.

» Co3 can gather English-Basque comparable
corpora out of the web, and by applying
AzerHitz to them we obtain English-Basque
terminology lists.



e« PaCo2 will, in a near future, collect Spanish-

Basque parallel corpora from the web and thenEuskalterm,

Elexbi will extract Spanish-Basque terminology
from them.

which contains 25,000 terms, and the online versibn
the Basque Public Term Bank
(http://www1.euskadi.net/euskalterm/indice_i.mitmThe
terms not found in those terminological databasesew

The next section describes some experiments we haveanually validated by experts up to a certain numbe

conducted using the first two, since the corpugectibn
tool of the third approach is still under developine

3.3 Ontologies

There is also an ongoing project for automatically
extracting specialized terminology out of a Basque

corpus, in order to automatically (or semi-autonwlly)
enrich existing concept taxonomies such as Wordblet,
in order to build domain-specific ontologies. The
specialized corpora to be used in this projectalan be
collected automatically out of the web.

4. Experiments
In this section we will show some experiments weeha

performed to use the web as “raw material” to build

language resources such as corpora and term Qsts.
first task will be to explore the possibilities tithe web
offers for the compilation of terminological dictiaries

in Basque, via automatic term extraction from web-

corpora. We will use AutoCorpEx for collecting
specialized web corpora in Basque and Erauztertheas
Basque term extraction tool. In the second exparime
we enter the field of comparable corpora, and pitese

some experiments that envisage the construction o{

multilingual terminological resources for languaggrs
with scarce parallel corpora such as Basque. WeCoSe
for
AzerHitz for extracting bilingual terminology outf o
them. The experiment aims to improve the perforraanc
of the terminology extraction by using the web for
collecting additional data on the fly to improventext-
similarity computation.

4.1 Monolingual specialized web corpora

The goal of the first experiment is to evaluate dbenain
precision of the web corpora built with Co3 andtlod
term lists extracted out of them with Erauzterm.

4.1.1. Design

We collected three specialized corpora in the domaf
Computer Science, Biotechnology and Atomic & Péatic
Physics. The collection of the corpora from thestnet
did not have a target size, because the InternBaggue
is not as big as that in other languages, and timeber
we would want to collect for a particular domaingirti
not exist. So we simply launched the collectingcesses
and stopped them when the growing speed of theocarp
fell to almost zero, thus obtaining corpora thatrevas
large as possible.

Then we applied the terminology extraction proctss
the corpora and obtained the three term lists. & tists
were automatically validated against a recently pided
specialized dictionary, ZT Hiztegia or Basic Dictaoy of
Science and Technologyht{p://zthiztegia.elhuyar.ojg

compiling the domain-comparable corpora and

Table 1 shows the size of the corpora obtained, the
number of terms extracted and the number of terms
validated manually or by the dictionary, for eadhtlee
three domains.

4.1.2. Evaluation and results

Firstly, we evaluated the domain precision of thesl
obtained from the Internet, by analyzing the disttion

of the terms across the domains, taking the domaiins
the specialized dictionary as a reference. Theltesd
this evaluation are shown in Figure 1.

We can observe that all three lists show peaksrin o
around their respective domains, which proves that
corpora are indeed specialized to some extentlaidtie
term lists automatically extracted belong mainlythe
desired domains.

On the other hand, the Biotechnology corpus appkears
be the less specialized one, as its distributiofiaiter
than the others’. Besides, in that corpus and éspe

the Computer Science one, the presence of terms not
belonging to the area of science and technology is
remarkable. The explanation for this could be tihaty
both are technology domains, and hence are closely
related to their application areas; not surpriginggrms

rom those applications areas occur in those temdse
frequently than in pure science documents.

Figure 2 shows the domain precision of the term
extraction for each corpus (relative to valid teym&
distinction between General Physics and Atom &iBlart
Physics has been made. An explanation for thetfeatt
precision results are considerably better for thenér
could be that many general terms in Physics ocdurre
along with atomic and particle terminology. We mnizey
able to understand this if we take into account feu
that most of the texts are not the product
communication among specialists, but of populagrsm
or teaching materials.

Regarding recall relative to the ZT Hiztegia (Fig.8),
the best results are obtained for Atomic & Particle
Physics, while the recall for Biotechnology is thevest.
The overall conclusion could be that the three web
corpora are lacking representativeness, and argouxd
enough for compiling a quality dictionary. Thererie
single possible explanation for that. For exampiethe
case of Atomic & Particle Physics, out of the 4&#nrts
included in the dictionary, 150 were not extractesin
the web corpus3(.64%). We checked the presence
those 150 terms in the Internet, and 42 of thenmeweit
retrieved by Google (using CorpEus). 4 terms aréhén
Internet, but not in the web corpus, and finall§4 terms
in the web corpus were not extracted by Erauzterdd (
occurring only once).

So the main problem is the recall of the Basquerhmait
itself (Erauzterm could hardly be blamed for notnge

of

of



able to extract 101 terms with f = 1). Internet.

One possible explanation for this fact could liete Finally, as we can see in Table 2, the manual atd
current situation of Basque terminology and textprocess provided new terms not included in the
production. Although Basque began to be used iar@el  dictionary. This suggests that the process proposaitl
and Technology thirty years ago, it cannot be dktiiat  be interesting for enriching or updating alreadystixg
there is a given amount of highly specialized taotogy  specialized dictionaries.

that is publishedex novo in dictionaries, with litle  More details and results of this experiment caridoemd
document support if any. That could be the reasby w in a paper entirely dedicated to it (Gurrutxagaakt
several terms chosen by experts and published én th2009).

dictionary do not occur or occurred only once i th

Corpus Atomu;)a;;;arﬂole Computer Science Biotechnology
: 32 docs, 33 docs, 55 docs,
Sample corpus size 26,164 words 34,266 words 41,496 words
Obtained corpus size 320,212 2,514,290 578,866
Extracted term list size 46,972 163,698 34,910
Dictionary validated 6,432 8,137 6,524
First 10,000 candidates 2,827 2,755 2,403
Manually evaluated 869 904 628
Terms 628 512 432
Not terms 241 392 196

Table 1. Corpus and term list sizes obtained fohed the three domains
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Figure 1. Domain distribution of the extracted tdists
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Atomic and Particle Physics Computer Science Biotlnology
Physics 377 Computer Science 348 Biotechnology 146
Atomic and Particle Physics 109 General 112 Biology 99
Chemistry 56 Telecommunications 22 General 92
Others 86 Others 30 Others 95
Total 628 Total 512 Total 432

Table 2. Distribution of the new terms obtainedntignual validation of the candidates extracted ftloenweb corpora

detection, and ambiguity is tackled by using atfirs
4.2 Multilingual domain-comparable  web translation approach. To find the translation coairce
corpora word, its translated context document is sent @geaty to

This second experiment evaluates the improvementhe IR engine which returns a ranking of the mastlar
obtained in AzerHitz by enhancing the contexts ofag ~ documents. In addition, a cognate detection stepbea
with Internet searches. For this purpose, we havdrerformed over the first rgnked cgnd|dat¢s. If gnede is
extracted bilingual terminology lists automaticaiith ~ detected, the corresponding candidate will be ptecht

the AzerHitz tool from a Basque-English comparablethe first position in the ranking. This can be useh
corpus in the Computer Science domain automaticallyS0me domains in which the presence of loanwords is
collected by Co3. Previous research done withidiee ~ Nigh. . o y

is explained in (Saralegi et al., 2008a; Saraldgale ~ he main problem of the context similarity paradigsm
2008b). It must be noted that this research isectiy ~ that the majority of the words do not have enougitext
ongoing and that the results presented here arihformation to be represented properly. To mitigtitis

preliminary. problem, we propose that the Internet be used big a
comparable corpus. In this way, we expand the atsite
4.2.1. Design of a word obtained from the initial corpus with new

There are several reasons for Choosing the Computéiontext words retrieved from web concordancers sich
Science domain. On the one hand, terminology i thi WebCorp (Renouf et al., 2007) or CorpEus (Letutiale
domain is constantly increasing. On the othes &adsy to  2007) to get a richer representation of the contéke
obtain Computer Science documents from the Internetcontexts of both source and target language wores a
Hence, terminology extraction from comparable ceapo €Xxpanded. However, expanding all the contexts & th
in this domain offers us a versatility that paratierpora  target language is computationally too expensived a
do not offer, because terminologically updated ooap that is why, we only apply the expansion to thestfir
can be easily obtained from the Internet. translation candidates ranked by the IR engine.

For bu||d|ng the corpus, we pro\/ided a Samp|e cerpu The expansion may seem as a trivial task, but st tha
Consisting of 5,000 words for each |anguage anaddaed address certain difficulties. We can not jUSt exbanth

the Co3 tool with them. Table 3 shows the sizehaf t any context we get, because we may add noisy @hata.
subcorpora collected. contexts added must refer to the same sense afidhe

In order to automatically extract terminology from represented by the corpus contexts. In order toagtee
comparable corpora, the AzerHitz system is based ofiformation with a good quality we use domain cohtr
cross-lingual context similarity. The underlyingeidis ~ techniques when retrieving contexts from the web
that the same concept tends to appear with the samf@ncordancers.

context words in both languages, in other words, it

maintains many collocates. The algorithm used by4-2.2. Evaluation and results

AzerHitz is explained next. We have evaluated the increase in performance reutai
AzerHitz starts the process by selecting those wordin AzerHitz by applying the enhancement of contexts

which are meaningful (nouns, adjectives and verbs)Ysing the web.

document of a word is composed by the content word&® not in the dictionary used. The words are taaed
appearing in the contexts of the word throughowt th Mmanually in order to set up the reference for penfog
whole corpus. Those contexts are limited by a mexim ~an automatic evaluation.

distance to the word and by the punctuation marks.The following setups have been evaluated:

Context documents of all of the target languagedware * Baseline: Only contexts obtained from the
indexed by Lemur IR toolkit as a collection usire t corpus. o
Indri retrieval model. To be able to compute thmikirity * Baseline + Cognates: Cognate detection is
between context documents of different languagdes, t performed on the first 20 ranked candidates.

documents in the source language are translated asi *  WaC: Web contexts expansion is performed.

bilingual machine readable dictionary. We try tanimiise * WaC + Cognates: Both context expansion and
the number of out-of-vocabulary words by using aign cognate detection among the first 20 ranking

candidates are performed (in that order).



Table 4 shows the results of the experiments. Algino  similarity and find correct translations.

these are only preliminary results, we can see tfat We can also observe that adding the identificatdn
expansion of the contexts using web data outpeddhm  cognates among the first 20 ranked candidates Igreat
results achieved when the context alone is retdidk@m improves the precision of the final ranking. Theghhi
the corpus. These results show that the expansips ko presence of these kinds of translations accoumtshfe
represent the word contexts better and, in turhetéer  improvement.

representation helps to compute more accurate xionte

Subcorpus Words | Documents
Basque 26 M 2K
English 26 M 1K

Table 3. Computer science comparable corpus

Setup topl | top5| toplQ topl5 | top20
Baseline 0.32 | 054 0.60f 0.62 0.6¢
\WaC 036 | 056 0.68 0.7 0.72

Baseline + cognate$ 0.54 | 0.62| 0.62 0.64 0.66
\WaC + cognates 058 | 0.66| 0.70 0.72 0.72

Table 4. Precision for top rankings

Baroni, M., Bernardini, S. (2004). BootCaT:
5. Conclusions Bootstrapping corpora and terms from the web. In

A common problem of less resourced languages is tha Proceedings of LREC 2004. Lisbon, Portugal: ELDA,
the economic resources devoted to the developmient o PP- 1313--1316.

NLP tools are also scarce. So the use of the letdor ~ Baroni, M., Kilgarriff, A. (2006). Large linguistadly-
building language resources such as corpora araijgh process_ed Web corpora for multiple languages. In
them, other resources and NLP tools, is very attec Proceedings of EACL 2006. Trent, Italy: EACL, pp. 8--
indeed. Nevertheless, the hypothesis that therletés a ) o

valuable and profitable source for developing laggs Baroni, M., Ueyama, M. (2006). Building general-dan
resources for less resourced languages must (sl tist special purpose corpora by Web crawling. In
order to set up initiatives and projects with tbiajective. Proceedings of the 13th NIJL International

It goes without saying that any attempt to buildbwe _ Symposium. Tokyo, Japan: NNL, pp. 31--40.

corpora in a given language is conditioned by ine of ~ Baroni, M., Bernardini, S., Ferraresi, A., Zancheg.
the web in the target domains or genres. We coniidé (2009). The WaCky Wide Web: A Collection of Very

the results of the experiments that we have predefor Large Linguistically Processed Web-Crawled Corpora.
Basque are encouraging. The size of the speciaizdx Language Resources and Evaluation Journal, 43(3),
corpora we have compiled with our tools and the aiom pp. 209--226.

precision achieved gives us some evidence that th&roder, A.Z. (2000). Identifying and filtering near
Basque Internet, although not in any way comparable duplicate docymentsﬂ; lAroceedings of_Combmatonal
with the webs of major languages, can be large gmau Pattern Matching: 117 Annual Symposium. Montreal,
specialized domains to be considered as a dataesour Canada: Springer, pp. 1--10.

Also, the fact that the use of web-derived contextsBroder, A.Z.  (1997). On the resemblance and
improves the results of terminology extraction from containment of documents. InProceedings of
comparable corpora is further proof of this. This Compression and Complexity of Sequences 1997. Los

optimism should not hide the fact that, for theetibeing, Alamitos, CA: IEEE Computer Society, pp. 21--29.
representation in the web. source for linguistic corpora. In U. Connor & T. {dp
In view of all this, the Elhuyar Foundation will gm (Eds.), Corpus Linguistics in North America 2002.

working with the web as a source of corpora of many Amsterdam, The Netherlands: Rodopi.

kinds and other types of language resources foqBas Fletcher, W. H. (2006). Concordancing the \Web: Rsem
and Problems, Tools and Techniques. In M. Hundt, N.
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