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Resumen: Este articulo describe el sistema presentado por nuestro grupo para la
tarea de analisis de sentimiento enmarcada en la campana de evaluacion TASS 2012.
Adoptamos una aproximacion supervisada que hace uso de conocimiento lingiiistico.
Este conocimiento lingiiistico comprende lematizacion, etiquetado POS, etiquetado
de palabras de polaridad, tratamiento de emoticonos, tratamiento de negacion, y
ponderacién de polaridad segin el nivel de anidamiento sintdctico. También se lleva
a cabo un preprocesado para el tratamiento de errores ortograficos. La deteccion
de las palabras de polaridad se hace de acuerdo a un léxico de polaridad para el
castellano creado en base a dos estrategias: Proyeccién o traduccién de un 1éxico de
polaridad de inglés al castellano, y extraccién de palabras divergentes entre los tuits
positivos y negativos correspondientes al corpus de entrenamiento. Los resultados de
la evaluacién final muestran un buen rendimiento del sistema asi como una notable
robustez tanto para la deteccién de polaridad a alta granularidad (65% de exactitud)
como a baja granularidad (71% de exactitud).

Palabras clave: TASS, Andlisis de sentimiento, Mineria de opiniones, Deteccion
de polaridad

Abstract: This article describes the system presented for the task of sentiment
analysis in the TASS 2012 evaluation campaign. We adopted a supervised approach
that includes some linguistic knowledge-based processing for preparing the features.
The processing comprises lemmatisation, POS tagging, tagging of polarity words,
treatment of emoticons, treatment of negation, and weighting of polarity words
depending on syntactic nesting level. A pre-processing for treatment of spell-errors
is also performed. Detection of polarity words is done according to a polarity lexicon
built in two ways: projection to Spanish of an English lexicon, and extraction of
divergent words of positive and negative tweets of training corpus. Evaluation results
show a good performance and also good robustness of the system both for fine
granularity (65% of accuracy) as well as for coarse granularity polarity detection
(71% of accuracy).
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Introduction

Knowledge management is an emerging re-
search field that is very useful for improving
productivity in different activities. Know-
ledge discovery, for example, is proving very
useful for tasks such as decision making and
market analysis. With the explosion of Web
2.0, the Internet has become a very rich
source of user-generated information, and re-
search areas such as opinion mining or senti-
ment analysis have attracted many research-
ers. Being able to identify and extract the

opinions of users about topics or products
would enable many organizations to obtain
global feedback on their activities. Some
studies (O’Connor et al., 2010) have poin-
ted out that such systems could perform as
well as traditional polling systems, but at a
much lower cost. In this context, social media
like twitter constitute a very valuable source
when seeking opinions and sentiments.

The TASS evaluation challenge consisted
of two tasks: predicting the sentiment of
Spanish tweets, and identifying the topic of



the tweets. The TASS evaluation workshop
aims “to provide a benchmark forum for com-
paring the latest approaches in this field”.
Our team only took part in the first task,
which involved predicting the polarity of a
number of tweets, with respect to 6-category
classification, indicating whether the text ex-
presses a positive, negative or neutral senti-
ment, or no sentiment at all. It must be noted
that most works in the literature only classify
sentiments as positive or negative, and only
in a few papers are neutral and/or objective
categories included. We developed a super-
vised system based on a polarity lexicon and
a series of additional linguistic features.

The rest of the paper is organized as fol-
lows. Section 2 reviews the state of the art
in the polarity detection field, placing spe-
cial interest on sentence level detection, and
on twitter messages, in particular. The third
section describes the system we developed,
the features we included in our supervised
system and the experiments we carried out
over the training data. The next section
presents the results we obtained with our sys-
tem first in the training-set and later in the
test data-set. The last section draws some
conclusions and future directions.

2 State of the Art

Much work has been done in the last dec-
ade in the field of sentiment labelling. Most
of these words are limited to polarity de-
tection. Determining the polarity of a text
unit (e.g., a sentence or a document) usually
includes using a lexicon composed of words
and expressions annotated with prior polar-
ities (Turney, 2002; Kim and Hovy, 2004;
Riloff, Wiebe, and Phillips, 2005; Godbole,
Srinivasaiah, and Skiena, 2007). Much re-
search has been done on the automatic or
semi-automatic construction of such polar-
ity lexicons (Riloff and Wiebe, 2003; Esuli
and Sebastiani, 2006; Rao and Ravichandran,
2009; Velikovich et al., 2010).

Regarding the algorithms used in senti-
ment classification, although there are ap-
proaches based on averaging the polarity of
the words appearing in the text (Turney,
2002; Kim and Hovy, 2004; Hu and Liu,
2004; Choi and Cardie, 2009), machine learn-
ing methods have become the more widely
used approach. Pang et al. (2002) proposed
a unigram model using Support Vector ma-
chines which does not need any prior lex-

icon to classify movie reviews. Read (2005)
confirmed the necessity to adapt the mod-
els to the application domain, and (Choi and
Cardie, 2009) address the same problem for
polarity lexicons.

In the last few years many researchers
have turned their efforts to microblogging
sites such as Twitter. As an example, (Bol-
len, Mao, and Zeng, 2010) have studied the
possibility of predicting stock market res-
ults by measuring the sentiments expressed
in Twitter about it. The special character-
istics of the language of Twitter require a
special treatment when analyzing the mes-
sages. A special syntax (RT, Quser, #tag,...),
emoticons, ungrammatical sentences, vocab-
ulary variations and other phenomena lead
to a drop in the performance of traditional
NLP tools (Foster et al., 2011; Liu et al.,
2011). In order to solve this problem, many
authors have proposed a normalization of the
text, as a pre-process of any analysis, report-
ing an improvement in the results. Brody
(2011) deals with the word lengthening phe-
nomenon, which is especially important for
sentiment analysis because it usually ex-
presses emphasis of the message. (Han and
Baldwin, 2011) use morphophonemic simil-
arity to match variations with their standard
vocabulary words, although only 1:1 equival-
ences are treated, e.g., imo = in my opinion’
would not be identified. Instead, they use an
Internet slang dictionary to translate some of
those expressions and acronyms. Liu et al.
(2012) propose combining three strategies,
including letter transformation, “priming” ef-
fect, and misspelling corrections.

Once the normalization has been per-
formed, traditional NLP tools may be used to
analyse the tweets and extract features such
as lemmas or POS tags (Barbosa and Feng,
2010). Emoticons are also good indicators
of polarity (O’Connor et al., 2010). Other
features analyzed in sentiment analysis such
as discourse information (Somasundaran et
al., 2009) can also be helpful. (Speriosu et
al., 2011) explore the possibility of exploiting
the Twitter follower graph to improve polar-
ity classification, under the assumption that
people influence one another or have shared
affinities about topics. (Barbosa and Feng,
2010; Kouloumpis, Wilson, and Moore, 2011)
combined polarity lexicons with machine
learning for labelling sentiment of tweets.
Sindhwani and Melville (2008) adopt a semi-



supervised approach using a polarity lexicon
combined with label propagation.

A common problem of the supervised ap-
proaches is to gather labelled data for train-
ing. In the case of the TASS challenge, we
would tackle this problem should we want to
collect additional training data. In order to
automatically build annotated corpora, (Go,
Bhayani, and Huang, 2009) collect tweets
containing the “:)” emoticon and regard
them as positive, and likewise for the “:(“
emoticon. Kouloumpis (2011) uses a sim-
ilar approach based on most common posit-
ive and negative hashtags. Barbosa (Barbosa
and Feng, 2010) rely on existing web services
such as Twend or Tweetfeel to collect annot-
ated emoticons. One major problem of the
aforementioned strategies is that only posit-
ive and negative tweets can be collected.

3 Experiments

3.1 Training Data

The training data C; provided by the or-
ganization consists of 7,219 twitter messages
(see Table 1). Each tweet is tagged with its
global polarity, indicating whether the text
expresses a positive, negative or neutral sen-
timent, or no sentiment at all. 6 levels have
been defined: strong positive (P+), positive
(P), neutral (NEU), negative (N), strong neg-
ative (N+) and no sentiment (NONE). The
numbers of tweets corresponding to P+ and
NONE are higher than the rest. NEU is the
class including the least tweets. In addition,
each message includes its Twitter ID, the cre-
ation date and the twitter user ID.

Polarity | #tweets | % of #tweets

g 1,764 24.44%

P 1,019 14.12%
NEU 610 8.45%

N 1,221 16.91%

N+ 903 12.51%

NONE 1,702 23.58%
Total 7,219 100%

Table 1: Polarity classes distribution in cor-
pus C;.

3.2 Polarity Lexicon

We created a new polarity lexicon for Spanish
P, from two different sources:

a) An existing English polarity lexicon
(Wilson et al., 2005) P., was automatic-
ally translated into Spanish by using an

English-Spanish bilingual dictionary Des,—es
(see Table 2). Despite P, including neutral
words, only positive and negative ones were
selected and translated. Ambiguous trans-
lations were solved manually by two annot-
ators. Altogether, 7,751 translations were
checked. Polarity was also checked and cor-
rected during this manual annotation. It
must be noted that as all translation candid-
ates were checked, many variants of the same
source word were selected in many cases. Fi-
nally, 2,164 negative words and 1,180 positive
words were included in the polarity lexicon
(see fifth column of Table 3). We detected
a significant number of OOV words (35%) in
this translation process (see second and third
columns of Table 3). Most of these words
were inflected forms: pasts (e.g., “terrified”),
plurals (e.g., “winners”), adverbs (e.g., “vi-
brantly”), etc. So they were not dealt with.

#headwords | #pairs | avg.
#trans-
lations

D.p_es| 15,134 31,884 2.11

Table 2: Characteristics of the De,_es bilin-
gual dictionary.

b) As a second source for our polarity
lexicon, words were automatically extracted
from the training corpus Cy. In order to ex-
tract the words most associated with a cer-
tain polarity; let us say positive, we divided
the corpus into two parts: positive tweets
and the rest of the corpus. Using the Log-
likelihood ratio (LLR) we obtained the rank-
ing of the most salient words in the positive
part with respect to the rest of the corpus.
The same process was conducted to obtain
negative candidates. The top 1,000 negative
and top 1,000 positive words were manually
checked. Among them, 338 negative and 271
positive words were selected for the polarity
lexicon (see sixth column in Table 3). We
found a higher concentration of good candid-
ates among the best ranked candidates (see
Figure 1).

3.3 Supervised System

Although some preliminary experiments were
conducted using an unsupervised approach,
we chose to build a supervised classifier, be-
cause it allowed us to combine the various
features more effectively. We used the SMO



polarity| English| Words | Trans- Manually | Manually | Final
words | trans- | lation selected |selected lex-
in lated can- candid- from Cy icon
Penp, by did- ates Pes

Deyp—es| ates

negative | 4,144 2,416 3,480 2,164 271 2,435

positive | 2,304 2,057 2,271 1,180 338 1,518

Total 6,878 4,473 5,751 3344 609 3,953

Table 3: Statistics of the polarity lexicons.
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Figure 1: Precision of candidates from C; de-
pending on LLR ranking intervals (100 can-
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implementation of the Support Vector Ma-
chine algorithm included in the Weka (Hall
et al., 2009) data mining software. Default
configuration was used. All the classifiers
built over the training data were evaluated by
means of the 10-fold cross validation strategy,
except for the one including additional train-
ing data (see section 3.3.6 for details).

As mentioned in section 2, microblogging
in general and Twitter, in particular, suffers
from a high presence of spelling errors. This
hampers any knowledge-based processing as
well as supervised methods. We rejected the
use of spell-correctors such as Google spell-
checker because they try to treat many cor-
rect words that they do not know. There-
fore, we apply some heuristics in order to pre-
process the tweets and solve the main prob-
lems we detected in the training corpus:

e Replication  of  characters (e.g.,
“Suenooo”): Sequences of the same
characters are replaced by a single
character when the pre-edited word is
not included in Freeling’s' dictionary
and the post-edited word appears in
Freeling’s dictionary.

e Abbreviations (e.g., “¢”, “dl”, ..): A
list of abbreviations is created from the

"http://nlp.lsi.upc.edu/freeling

training corpus. These abbreviations are
extended before the lemmatisation pro-
cess.

e Overuse of upper case (e.g., “MIRA
QUE BUENOQ?”). Upper case is used to
give more intensity to the tweet. If we
detect a sequence of two words all the
characters of which are upper case and
which are included in Freeling’s diction-
ary as common, we change them to lower
case.

e Normalization of urls. The complete url
is replaced by the “URL” string.

3.3.1 Baseline

As baseline we implemented a unigram rep-
resentation using all lemmas in the train-
ing corpus as features (15,069 altogether).
Lemmatisation was done by using Freeling.
Contrary to (Pang, Lee, and Vaithyanathan,
2002), we stored the frequency of the lem-
mas in a tweet. Although using presence
performed slightly better in the baseline con-
figuration (improvement was not significant),
as other features were included, we achieved
better results by using frequency. Thus, for
the sake of simplicity, all the experiments
shown make use of the frequency.

3.3.2 Selection of Polarity Words
(SP)

Only lemmas corresponding to words in-
cluded in the polarity lexicon P, (see section
3.2) were selected as features. This allows the
system to focus on features that express the
polarity, without further noise. Another ef-
fect is that the number of features decreases
significantly (from 15,069 to 3,730), thus re-
ducing the computational costs of the model.
In our experiments relying on the polarity
lexicon (see Table 4) clearly outperforms the
unigram-based baseline. The rest of the fea-
tures were tested on top of this configuration.

3.3.3 Emoticons and Interjections
(EM)

Emoticons and interjections are very strong
expressions of sentiments. A list of emoticons
is collected from a Wikipedia article about
emoticons and all of them are classified as
positive (e.g., “:)”, “:D” ...) or negative (e.g.,
“(“, “uu” ...). 23 emoticons were classified
as positive and 35 as negative. A list of 54
negative (e.g., “mecachis”, “sniff”, ...) and
28 positive (e.g., “hurra”, “jeje”, ...) interjec-
tions including variants modelled by regular



expressions were also collected from different
webs as well as from the training corpora.
The frequency of each emoticon and interjec-
tion type (positive or negative) is included as
a feature of the classifier.

The number of upper-case letters in the
tweet was also used as an orthographical clue.
In Twitter where it is not possible to use let-
ter styling, people often use the upper case
to emphasize their sentiments (e.g., GRA-
CIAS), and hence, a large number of upper-
case letters would denote subjectivity. So,
the relative number of upper-case letters in a
tweet is also included as a feature.

According to the results (see Table 4),
these clues did not provide a significant im-
provement. Nevertheless, they did show a
slight improvement. Moreover, other literat-
ure shows that such features indeed help to
detect the polarity (Koulompis, 2011). The
low impact of these features could be ex-
plained by the low density of such elements
in our data-set: only 622 out of 7,219 tweets
in the training data (8.6%) include emoticons
or interjections. Emoticon, interjection and
capitalization features were included in our
final model.

3.3.4 POS Information (PO)

Results obtained among the literature are not
clear as to whether POS information helps
to determine the polarity of the texts (Kou-
lompis 2011), but POS tags are useful for dis-
tinguishing between subjective and objective
texts. Our hypothesis is that certain POS
tags are more frequent in opinion messages,
e.g., adjectives. In our experiments POS tags
provided by Freeling were used. We used as
a feature the frequency of the POS tags in a
message.

Results in Table 4 show that this feature
provides a notable improvement and it is es-
pecially helpful for detecting objective mes-
sages (view difference in F-score between SP
and SP+PO for the NONE class).

3.3.5 Frequency of Polarity Words
(FP)

The SP classifier does not interpret the polar-
ity information included on the lexicon. We
explicitly provide that information as a fea-
ture to the classifier. Furthermore, without
the polarity information, the classifier will be
built taking into account only those polarity
words appearing in the training data. Includ-
ing the polarity frequency information expli-

citly, the polarity words included in the P
but not in the training corpus will be used
by the classifier. By dealing with those OOV
polarity words, our intention is to make our
system more robust.

Two new features are created to be
included in the polarity information: a score
of the positivity and a score of the negativity
of a tweet. In principle, positive words
in P.; add 1 to the positivity score and
negative words add 1 to the negativity score.
However, depending on various phenomena,
the score of a word can be altered. These
phenomena are explained below.

Treatment of Negations and Adverbs

The polarity of a word changes if it is
included in a negative clause. Syntactic
information provided by Freeling is used
for detecting those cases. The polarity of a
word increases or decreases depending on the
adverb which modifies it. We created a list of
increasing (e.g., “mucho”, “absolutamente”,
...) and decreasing (e.g., “apenas”, “poco”,
...) adverbs. If an increasing adverb modify-
ing a polarity word is detected, the polarity
is increased (+1). If it is a decreasing adverb,
the polarity of the words is decreased (—1).
Syntactic information provided by Freeling
is used for detecting these cases.

Syntactic Nesting Level

The importance of the word in the tweet
determines the influence it can have on the
polarity of the whole tweet. We measured
the importance of each word w by calculat-
ing the relative syntactic nesting level [, (w).
The lower the syntactic level, the less import-
ant it is. The relative syntactic nesting level
is computed as the inverse of the syntactic
nesting level (1/1,(w)).

Features/| Acc. P+ P NEU| N N+ | NONE
Metric (6 cat.)

Baseline 0.45 0.574]0.267] 0.137| 0.368 | 0.385] 0.578
SP 0.484 0.594 | 0.254| 0.098 | 0.397 | 0.422] 0.598
SP+PO 0.496 0.596 | 0.245| 0.093 | 0.414 | 0.438| 0.634
SP+EM 0.49 0.612| 0.253| 0.097 | 0.402 | 0.428| 0.6
SP+FP 0.514 0.633]0.261| 0.115| 0.455| 0.438] 0.613
All 0.523 0.648]0.246| 0.111 | 0.463| 0.452| 0.657
ALL4AC1|0.523 0.647]0.248| 0.116 | 0.46 | 0.451] 0.655

Table 4: Accuracy results obtained on the
evaluation of the training data. Columns 3rd
to 8th show F-scores for each of the class val-
ues.



3.3.6 Using Additional Corpora (AC)

Additional training data were retrieved using
the Perl Net:: Twitter API. Different searches
were conducted during June 2012 using the
attitude feature of the twitter search. Using
this feature, users can search for tweets ex-
pressing either positive or negative opinion.
The search is based on emoticons as in (Go
et al., 2009). Retrieved tweets were classified
according to their attitude.

Corpora/Tweets P N Total
[ 11,363 | 9,865 | 21,228

Table 5: Characteristics of the tweet corpus
collected from Twitter.

The corpus Cy, including retrieved tweets
(see Table 5.) was used in two ways: on the
one hand, we used it to find new words for our
polarity lexicon P, by using the automatic
method described in section 3.2. The first 500
positive candidates and 500 negative candid-
ates were manually checked. Altogether, 110
positive words and 95 negative ones (AC1)
were included in the polarity lexicon Ps.
According to the results (see ALL4+AC1 in
Table 4), these new polarity words do not
provide any improvement. The reason is that
most relevant polarity words included in the
training corpus C; are already included in
P.s as explained in section 3.2. In order to
measure the contribution of these words bet-
ter, evaluation was carried out against the
test corpus where more OOV polarity words
would be likely to appear (see section 4).

On the other hand (AC2), we added Cy,
to the training data, in the hypothesis that
more training data would lead to a bet-
ter model, although polarity strength was
not distinguished. Thus, only P and N ex-
amples are obtained. In order to evalu-
ate the effect of the new data, the original
training data were divided into two parts:
85% (6,137 tweets) for training (Ci_tpain ) and
15% (1,082) for testing (Ci_test). The test
data were randomly selected and the pro-
portions of the polarity classes were main-
tained equal in both parts. Our first clas-
sifier (ALL+AC2) was trained with all the
retrieved tweets included in Cy, as well as
the tweets in Cy_trqin. Results show (see
Table 6) that accuracy decreased when using
these data for training. A second experiment
was carried out (ALL+AC2-O0V), adding to

the training data Cy_trqin only those tweets
of Cy, containing at least one word w from
P.; but not appearing in the training corpus
(w € PesA freq(w, Ci—train) = 0). Only 7.9%
of the retrieved tweets were added. Results
were still unsatisfactory, and so, additional
training data were left out of the final model.

It must be noted that the tweet retrieval
effort was very simple, due to the limited
time we had to develop the system. We
conclude that these additional training data
were unhelpful due to the differences with
the original data provided: C}, contained
many more ungrammatical structures and
nonstandard tokens than the original data;
the dates of the tweets were different which
could even lead to topic and vocabulary dif-
ferences; and especially, the fact that the ad-
ditional data collected did not include neutral
or objective tweets and neither did it include
different degrees of polarity in the case of pos-
itive and negative tweets.

Features/ #training | Accuracy
Metric examples

ALL 6,137 0.573
ALL+AC2 27,365 0.507
ALL+AC2-O0V | 7,807 0.569

Table 6: Results obtained by including addi-
tional examples in the training data.

4 FEwvaluation and Results

The evaluation test-set C, provided by the
organization consists of 60,798 twitter mes-
sages (see Table 7) annotated as explained in
section 3.1. Only one run of results was al-
lowed for submission. Although the results
include classification into 6 categories (5 po-
larities + NONE), the results were also given
on a 4-category basis (3 polarities + NONE).
For the 4-category results, all tweets regarded
as positive are grouped into a single category,
and the same is done for negative tweets.
Table 8 presents the results for both evalu-
ations using the best scored classifiers in the
training process. In addition to the accuracy
results, Table 8 shows F-scores for each class
for the 6-category classification.

The first thing we notice is that the res-
ults obtained with the test data are bet-
ter than those achieved with the training
data for all configurations. The best sys-
tem (ALL+AC1) achieves 0.653 of accuracy



Polarity | #tweets | % of #tweets

Pt 20,745 34.12%

3 1,488 2.45%
NEU 1,305 2.15%

N 11,287 18.56%
Nt 4557 7.5%

NONE 21,416 35.22%
Total 60,798 100%

Table 7: Polarity classes distribution in test
corpus Cl.

while the same system scored 0.523 of ac-
curacy in training. Even the baseline shows
the same tendency. Regarding the differ-
ences between configurations, tendencies ob-
served in the cross validation evaluation of
the training data are confirmed in the eval-
uation of the test data. Then again, im-
provement of ALL+AC1 over Baseline is also
higher in test data-based evaluation than in
the training cross-validation evaluation: a
16.22% improvement in the accuracy over
the baseline was obtained in training cross-
validation, while in the test data evaluation,
the improvement rose to 23.91%. P+ and
NONE classes are those our classifier identi-
fies best, being NEU and P the classes with
the worst performance (tables 4 and 8). If
we look at the distribution of the polarity
classes (tables 1 and 7), we can see that the
proportion of the P+ and NONE classes in-
creases significantly in the test data with re-
spect to the training data. By contrast, the
NEU and P classes decreased dramatically.
The distribution difference together with the
performance of the system regarding specific
classes could explain the difference in accur-
acy between test and training evaluations. It
remains unclear to us why the F-scores for
all the classes improved with respect to the
training phase. We should analyse the char-
acteristics of the training and test corpora,
looking for differences in the samples and an-
notation.

As for the results of the individual classes,
it is worth mentioning that neutral tweets
are very difficult to classify because they
do contain polarity words. We looked at
its confusion matrix (both for training and
test evaluations) and it shows that NEU
tweets wrongly classified are evenly dis-
tributed between the other classes, except
for the NONE class, with almost no NEU
tweets classified as NONE. Most of the NEU

tweets contain positive and negative sen-
tences, which leads us to think that a dis-
course treatment could be useful in order to
determine the importance of each sentence
with respect to the whole tweet. In the case
of positive tweets, P tweets, many of them
are classified as P+.

In the experiment (AC1) described in sec-
tion 3.3.6 we did not obtain any improvement
by adding the words extracted from an addi-
tional corpus of tweets to the polarity lex-
icon P.s. If we take into account that the
most significant words of the training corpus
(Cy) were already included in P, it could be
expected that the words in AC1 would have
little effect on the training data. In the evalu-
ation against the test data where the vocab-
ulary is larger, the AC1 lexicon provides a
slight improvement (see difference between

ALL and All4+-ACI in Table 8).

Metric/ | Acc. Acc. P+ | P
System (4 cat.) | (6 cat.)

NEU| N N+

NONE

Baseline 0.616 0.527 0.638]0.214| 0.139| 0.483] 0.471

0.587

ALL 0.702 0.641 0.752]0.323| 0.166 | 0.563 | 0.564

0.683

ALL+4+AC1|0.711 0.653 0.753]0.32 | 0.167 | 0.566 | 0.566

0.685

Table 8: Results obtained on the evaluation
of the test data.

5 Conclusions

We have presented an SVM classifier for de-
tecting the polarity of Spanish tweets. Our
system effectively combines several features
based on linguistic knowledge. In our case,
using a semi-automatically built polarity lex-
icon improves the system performance signi-
ficantly over a unigram model. Other fea-
tures such as POS tags, and especially word
polarity statistics were also found to be help-
ful. In our experiments, including external
training data was unsuccessful. However, our
approach was very simple, and so, a more ex-
haustive experimentation should be carried
out in order to obtain conclusive results. In
any case, the system shows robust perform-
ance when it is evaluated against test data
different from the training data.

There is still much room for improvement.
Tweet normalization was naively implemen-
ted. Some authors (Pang and Lee, 2004;
Barbosa and Feng, 2010) have obtained pos-
itive results by including a subjectivity ana-
lysis phase before the polarity detection step.
We would like to explore that line of work.
Lastly, it would be worthwhile conducting




in-depth research into the creation of polar-
ity lexicons including domain adaption and
treatment of word senses.
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