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Abstract

In this paper, we present the MULTILING-
TOOL project, led by the Elhuyar Foun-
dation and funded by the European Com-
mission under the CREA-MEDIA2022-
INNOVBUSMOD call. The aim of the
project is to develop an advanced plat-
form for automatic multilingual subtitling
and dubbing. It will provide support for
Spanish, English, and French, as well as
the co-official languages of Spain, namely
Basque, Catalan, and Galician.

1 Introduction

Over the past two decades, the European audio-
visual industry has undergone significant transfor-
mation due to advancements in information and
communication technologies and shifts in con-
sumer behavior, leading to a market predominantly
controlled by a few large corporations. These
changes have raised concerns regarding the sus-
tainability of content production by European enti-
ties and the maintenance of the continent’s cultural
diversity. However, artificial intelligence (AI) pro-
vides a promising solution for smaller firms, en-
abling them to access enhanced subtitling and dub-
bing services in various languages. This technol-
ogy helps expand their reach and visibility across
Europe, thus bolstering the industry’s diversity and
resilience.

The MULTILINGTOOL project (CREA-
PJG/101093511), led by the Elhuyar Foundation
and financed by the CREA-MEDIA2022-
INNOVBUSMOD call, commenced in 2022 and
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is scheduled to conclude in March 2025. Its
primary objective is to develop an innovative
automatic subtitling and dubbing platform specif-
ically designed for the audiovisual sector. This
platform can perform automatic dubbing in
multiple languages, including English, French,
Spanish, Basque, Galician, and Catalan. It inte-
grates three core technologies: Automatic Speech
Recognition (ASR), Machine Translation (MT),
and Text-to-Speech (TTS). The platform also
features customizable dubbing voices, allowing
users to tailor the voices to enhance their final
audiovisual content. Additionally, it includes a
web-based interface that enables both users and
content companies to efficiently manage and
review multilingual audiovisual content, which
includes subtitles, translations, and dubbing.

2 Platform specifications

A modular architecture has been developed to
support multilingual transcription, neural machine
translation, and personalized speech synthesis use
cases. Emphasizing modularity is key to achieving
robust and easily adaptable software.

2.1 ASR module
We have fine-tuned Whisper-based (Radford et al.,
2023) systems for all languages involved in the
project, except for English as it already obtains
competitive enough results. Data augmentation
techniques have been used to enhance the adapt-
ability and robustness of the ASR module against a
diverse range of acoustic phenomena encountered
in real-world scenarios, such as speed and volume
perturbations and a diverse set of out-of-speech
signals and artifacts, including music, background
noise, chatter, telephone codecs, and reverbera-
tion. We opted for the small version of Whisper to



strike a balance between performance and resource
utilization. We tested our fine-tuned systems on
the FLEURS standard benchmark (Conneau et al.,
2022). The quality of the transcriptions has been
measured in terms of word error rates (WER) as
shown in Table 1.

Language FLEURS
es 7.31
en 6.53
fr 12.37
ca 10.75
gl 14.49
eu 15.34

Table 1: WER results of the Whisper-based fine-tuned sys-
tems for the multilingual ASR module.

2.2 NMT module

A multilingual NMT module involving the six lan-
guages of the project was developed. Due to
the lack of sufficient volume of training samples
for some of the translation directions, a Spanish-
centric pivoted translation approach has been con-
sidered, where translating from one language to
another is done via Spanish. Systems were trained
using the Transformer (Vaswani et al., 2017) base
architecture. Data augmentation techniques were
applied for general system robustness against ASR
module’s casing and punctuation errors and input
perturbations. Additionally, we adapted the sys-
tems for an informal/speaking register leveraging
back-translation for more in-domain data. All the
systems were evaluated on the Flores200 test set
by using the BLEU metric as reported in Table 2.

2.3 TTS module

A multispeaker cross-lingual speech synthesis sys-
tem has been created to use custom speakers for
dubbing in multiple languages. Our system is

Flores200
Language pair → ←
es-en 26.7 24.9
es-fr 26.3 22.8
es-gl 13.4 18.3
es-ca 22.7 24.1
es-eu 21.6 23.6

Table 2: BLEU scores for all the translation directions devel-
oped for the multilingual NMT module.

based on Fastpitch (Łańcucki, 2021) and we added
a language embedding to make a multispeaker
multilingual Fastpitch. The language embedding
is added to the input of the encoder similar to the
speaker embedding in the multispeaker Fastpitch.
To evaluate the model we selected 30 sentences
in English and we synthesized them with speakers
with recordings in different languages in a cross-
lingual way. For the English speaker, we translated
the 30 sentences to French and we made the cross-
lingual synthesis in French. We evaluated the re-
sulting speech with neural network based Mean
Opinion Score (MOS) and Speaker Encoder Co-
sine Similarity (SECS). The results are shown in
Table 3.

lang
ref cross-lingual voice (en*)

MOS MOS SECS
ca 3.21±0.11 3.82±0.09 0.39
es 4.11±0.08 4.20±0.05 0.36
en 4.36±0.04 3.46±0.16 0.59
eu 3.42±0.11 3.95±0.08 0.35
fr 3.13±0.03 3.90±0.07 0.33
gl 3.84±0.10 4.15±0.07 0.68

Table 3: MOS and SECS scores of the multispeaker cross-
lingual speech synthesis system. *The English speaker syn-
thesized French sentences.
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